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1. Introduction 

The goal of User Sensing API is to provide a well-defined interface which integrates data streams from 
different sensors like image, depth map, voice and gaze and applies various pattern detection and recognition 
algorithms on them. The algorithms can be categorized into four domains which are Face Analysis, Voice 
Analysis, Eye Tracking and Hand Gestures and Tracking. It provides access to the outputs of these algorithms 
to the consumers of the API thus enabling them to develop FANCI use cases and create new and innovative 
NCI applications. 

The API is available as a set of two C++ headers at the FANCI project git repository.  

¶ FANCI_User_Sensing_Api.h - Provides access to different algorithms and example pipelines defined 
in the API. 

¶ FANCI_User_Sensing_Api_Types.h - Defines all data structures and data types used by all algorithms 
for their input and output in the API. 

 

2. Overview 

This document provides an overview of the requirements, discusses the architecture, implementation and 
delivers the documentation for the User Sensing API. Section 3 discusses the requirements concerning the 
API. Section 4 describes the architecture used to design the API while defining the software building blocks, 
their content and their interaction. 
 

3. Requirements 

This sections discusses the requirements for being able to use different sensors along with the User Sensing 
API. 

3.1  Requirements for Face Analysis Algorithms and Sensors 

V The host platform must have a web camera connected to it which can capture images either in RGB 
or grayscale format. 

V The corresponding web camera driver must be installed on the host platform. 

V  The host system CPU shall be an Intel Core i5 @2.5 GHz or better. 

V The host system shall have a RAM of 2 GB or more. 

V The host system must be able to support multithreading. 

3.2 Requirements for Voice Analysis Algorithms and Sensors 

V The host platform must have a microphone connected to it which can capture the audio. 

V The corresponding microphone driver must be installed on the host platform. 

V The host system CPU shall be an Intel Core i5 @2.5 GHz or better. 
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V The host system shall have a RAM of 2 GB or more. 

3.3 Requirements for Eye Tracking Algorithms and Sensors 

V In order to use next generation Tobii eye tracking sensors, the host system shall conform to the 
USB2.0 standard and be able to supply 2.5W instantaneous power. The average power consumption 
is use case dependent, but is generally below 2W. 

V The host system shall support USB2.0 High Speed transfer rates. 

V The host system CPU shall be an Intel Core i5 @2.5 GHz or better. 

V The host system shall have a RAM of 8 GB or more. 

3.4 Requirements for Hand Tracking Algorithms and Sensors 

V The host system shall conform to the USB2.0 standard and be able to supply 2.5W instantaneous 
power. The average power consumption is use case dependent. 

V The host system shall support USB2.0 High Speed transfer rates. 
 

4. Architecture 

Figure 1 depicts the overall architecture for the User Sensing API.  

 

Figure 1: User Sensing API architecture 

As depicted in figure 1, the User Sensing API architecture can be divided into three main layers. The lowest 
layer consists of the underlying operating system of the host system and various device drivers for different 
sensors being used.  

The middle layers contain the input/output modules to extract the data streams from these sensors and 
algorithm modules to process those extracted data streams.  
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Lastly the uppermost layer holds different pipeline managers which connect inputs and outputs for different 
algorithm modules together in a series to create processing pipelines like Face Analysis, Voice Analysis, Hand 
Gestures and Eye Tracking and generate the end results to be consumed by the users of API.  Different 
components from the architecture are described in more details in the subsequent sections. 

4.1 I/O Modules 

I/O modules are responsible for interacting with different sensors and generating the data streams to be 
consumed by the algorithms. In User Sensing API, we have Camera_IO and Voice_IO modules which interact 
with web camera and microphone connected to the host system to generate image and audio streams 
respectively.  

Additionally, for depth map and gaze sensors, we use the built-in I/O modules provided by partners 
SoftKinetic and Tobii in their respective SDKs. These built-in modules capture the data streams from their 
respective sensors and feed them to the relevant algorithms responsible for hand and eye tracking.      

4.2 Data Streams 

In User Sensing API, there are four data streams which get processed by different pattern detection and 
recognition algorithms. These four streams are -  

¶ Image stream - It consists of series of captured RGB frames from web camera. Majority of facial 
analysis algorithms use these frames as their primary input. All these algorithms are briefly described 
in subsequent sections. 

¶ Audio stream - It consists of series of audio clips captured from the microphone connected to the 
platform. Voice analysis algorithms such as pitch detection, tone detection and voice authentication 
use it as their primary input.  

¶ Gaze stream - It consists of the series of Infrared frames provided by the gaze sensor, supplied by 
partner Tobii. It is used by the eye tracking algorithm in their SDK as its primary input. 

¶ Depth map stream – It consists of the series of depth map data points provided by the depth map 
sensor, supplied by partner SoftKinetic. It is used by the hand tracking and gesture recognition 
algorithm in their SDK as its primary input. 

4.3 Algorithms 

This section briefly describes all the algorithms provided by User Sensing API. Each algorithm has well-defined 
input and output which are defined by the API. As discussed earlier, the algorithms can be categorized into 
four domains. Each domain and its underlying algorithms are described in the following. 

4.3.1 FACE ANALYSIS 

This domain incorporates all algorithms dealing with facial analysis and authentication. The algorithms 
are - 
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¶ ALG-001 Face Localization - Given an image (RGB or Grayscale), it performs the face detection on it 
and generates the count for detected faces along with the bounding box regions for each face. The 
input and output for the algorithm are - 

Input 

V RGB or Grayscale Image. 

Output 

V Total number of detected faces in the input image. 

V For each detected face, the bounding box region i.e. Top left X and Y coordinates with height 
and width of the detected face. 

¶ ALG-002 Face Landmark Localization - Given an image (RGB or Grayscale) along with the output from 
face localization (bounding box region) for a face, it estimates the 2D locations for a number facial 
landmarks on that face in the input image. The Input and output for the algorithm are - 

Input 

V RGB or Grayscale Image. 

V Face Bounding box for a detected face. 

Output 

V Number of estimated landmarks. 

V 2D coordinates for each detected landmark. 

 

¶ ALG-003 Head Pose Estimation - This algorithm estimates the head pose for a detected face inside 
an input images.   The Input and output for the algorithm are - 

Input 

V RGB or Grayscale Image. 

V Face bounding box or landmarks for a detected face. 

Output 

V Yaw angle for the face specified by landmarks or bounding box region. 

V Pitch angle for the face specified by landmarks or bounding box region. 

V Roll angle for the face specified by landmarks or bounding box region. 

 

¶ ALG-004 Facial Gesture Recognition - Given the estimated facial landmarks for a detected face inside 
the input image, this algorithm computes a number of facial gestures by analysing those facial 
landmarks. The Input and output for the algorithm are - 

Input 
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V Landmarks for a detected face. 

Output 

V Eyes gestures (open or closed). 

V Mouth Gesture (open or closed). 

¶ ALG-005 Emotion Recognition - Based on detected landmarks, this algorithm computes the 
emotional profile for the detected face inside the input image. The emotional profile consists of the 
percentage intensities for seven primary emotions which are Anger, Disgust, Fear, Happiness, 
Neutral, Sadness and Surprise.  

 It should be noted that the emotional profile for any subject is always the combination of these 7 
primary emotions with each emotion contributing to make the total sum as 100 percent. The Input 
and output for the algorithm are - 

Input 

V RGB or Grayscale Image. 

V Detected facial landmarks for a detected face. 

Output 

V Percentage intensities for seven primary emotions. 

Figure 6 provides an example for the computed emotional profile for a detected face. 

¶ ALG-006 Face Biometrics - This algorithm is responsible for enrolling new faces into the system as 
well as authenticating an input image against the already enrolled faces. The Input and output for 
the algorithm are - 

Input for Face Enrolment 

V Set of .ppm format images with the face to be enrolled. 

Output for Face Enrolment 

V A machine learning model for the enrolled face. 

Input for Face Authentication 

V A .ppm format input image. 

Output for Face Authentication 

V List of all enrolled face Ids in the system along with a match score for the input image. 

Table 1 gives an example of the expected output from the authentication. 

 

Table 1: Example of face authentication output 

Face ID  Match Score 
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ID 1 98.5 % 

ID 2 56.2 % 

ID n 8.4 % 

 

4.3.2 VOICE ANALYSIS 

This domain incorporates all the algorithms dealing with voice analysis and voice authentication. The 
algorithms are -  

¶ ALG-010 Voice Pitch Detection - Given an audio clip, this algorithm provides the fundamental 
frequency measured in hertz for each audio frame in the clip. The input and output for the algorithm 
are - 

Input 

V An audio clip. 

Output 

V Fundamental frequency measured in hertz for each audio frame in the input audio clip. 

¶ ALG-011 Voice Tone Detection - This algorithm is responsible for estimating the emotional profile 
from an input audio clip. Given an audio clip, it computes seven primary emotions based on it. The 
input and output for the algorithm are - 

Input 

V An audio clip. 

Output 

V Emotional profile consisting of seven primary emotions based on input audio clip. An 
example of the emotional profile can be found in Figure 6. 

¶ ALG-012 Voice Biometrics - This algorithm is responsible for enrolling new voices into the system as 
well as authenticating an input audio clip against the already enrolled voices. The Input and output 
for the algorithm are - 

Input for Voice Enrolment 

V A set of at least 2 audio clips, preferably each with duration more than 30 seconds Or one 
longer audio clip with duration more than 1 minute.  

Output for Voice Enrolment 

V A machine learning model for the enrolled voice. 

Input for Voice Authentication 

V An audio clip. 
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Output for Voice Authentication 

V List of all enrolled voice Ids in the system along with a match score for the input audio clip. 

4.3.3 EYE TRACKING 

This domain incorporates the algorithms responsible for tracking the eyes. The algorithms are - 

¶ IDS-001 Gaze - It consume the gaze data stream from gaze sensor and provides the 3D coordinates 
of detected eyes and gaze point on screen for each frame in the data stream. The Input and output 
for the algorithm are- 

Input 

V Gaze data stream coming from gaze sensor 

Output 

V 3D coordinates for detected eyes. 

V 3D coordinates for gaze point on screen. 

4.3.4 HAND GESTURES AND TRACKING 

This domain incorporates the algorithms responsible for tracking the hands and detection of different 
hand gestures. The algorithms are - 

¶ ALG-007 Hand Position Localization - This algorithm consumes the depth map data stream coming 
from the depth map sensor and provides the 3D coordinates for the palm centres for both hands for 
each frame in the data stream. The input and output for the algorithm are - 

Input 

V Depth map data stream coming from depth map sensor. 

Output 

V Tracking status for both hands (Inactive, Detected or Tracked). 

V 3D coordinates for the Centres of palms for both hands (If the hands are detected or tracked). 

V Open status for both hands (If hands are detected or tracked). 

V The sides for hands (left or right) if hands are tracked. 

¶ ALG-008 Hand Gesture Recognition - This algorithm provides the gestures for the detected hands 
based on the depth map data stream. The input and output are - 

Input 

V Depth map data stream coming from depth map sensor. 

Output 

V 3D coordinates for the tip of hands (If hands are detected or tracked). 

V Gestures for hands (If hands are detected or tracked). 
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¶ ALG-009 Finger Tip - This algorithm provides the status for fingers (not detected, detected or tracked) 
and the tips for all detected fingers based on the depth map data stream coming from depth map 
sensor. The input and output for the algorithm are - 

Input 

V Depth map data stream coming from depth map sensor. 

Output 

V Tracking status for fingers of detected hands. 

V Finger tips for the detected hands if the fingers are detected or tracked. 

4.4 Pipelines 

A pipeline is a series of algorithms defined in the User Sensing API used together in a sequence such that 
output from the previous algorithm serves as the input for the next to generate an end result which could be 
easily consumed by the users of the API.  

The pipeline managers in the API are responsible for creating such pipelines for Face Analysis, Voice Analysis, 
Eye Tracking and Hand Gestures and Tracking. They are responsible for managing the sensor I/O modules to 
extract input data streams and feed them to the series of algorithms to produce the final output to be 
consumed by the user. Each pipeline has the following four states. 

¶ Initialized - All components of the pipeline are loaded and memory is allocated for all the resources. 

¶ Active - Fetching data streams from sensors and actively processing the data. 

¶ Stopped - Data fetching is stopped and processing is terminated. 

¶ Shutdown - All the components of the pipeline are unloaded and memory is deallocated for all 
resources. 

Figure 9 depicts all 4 pipelines in the API.  
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Figure 2: Pipelines in User Sensing API 

In the following each pipeline has been described briefly. 

4.4.1 FACE ANALYSIS PIPELINE 

Figure 10 describes the Face Analysis Pipeline and sequence of algorithms working together to produce 
the face analysis results. 

 

 

Figure 3: Face Analysis Pipeline 

As depicted in Figure 10, in the first step a frame is captured from the attached camera of the host system 
using Camera_IO module of the API. The frame is then fed to Face Localization algorithm to detect the 
faces in input image. Once Face detection is performed for each detected face, facial landmarks, head 
pose and facial gestures are estimated one after another. Finally, Emotion recognition is applied to the 
detected face using the information coming from the outputs of previous algorithms. All outputs are 
assembled together to create the final facial analysis output. The whole sequential process runs in a loop 
upon starting the pipeline and keeps running in its own thread until the pipeline is stopped. 

4.4.2  VOICE ANALYSIS PIPELINE 

Figure 11 describes the Voice Analysis Pipeline and sequence of algorithms working together to produce 
the voice analysis results. 

 

 

Figure 4: Voice Analysis Pipeline 

As depicted in Figure 11, in the first step a voice clip is recorded using the Voice_IO module of the API. 
The audio clip is the fed to the pitch detection algorithm to detect the fundamental frequency for each 
audio frame. Lastly the tone detection algorithm is applied to generate the emotional profile for the 
audio clip and results from both the algorithms are packed together as voice analysis results. Like the 
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face analysis pipeline, voice analysis pipeline also run in a loop upon start and keeps running in its own 
thread until stopped. 

4.4.3 EYE TRACKING PIPELINE 

Figure 12 describes the Eye Tracking Pipeline and sequence of algorithms working together to produce 
the final results. 

 

 

 

Figure 5: Eye Tracking Pipeline 

As depicted in Figure 12, in the first step the built-in sensor IO module provided by Tobii SDK is used to 
capture the sensor data stream which is then fed to Eyes and gaze tracking algorithm on frame by frame 
basis to generate the final output. Like the previous pipelines, this pipeline also run in a loop upon start 
and keeps running in its own thread until stopped. 

4.4.4 HAND GESTURE AND TRACKING PIPELINE  

Figure 13 describes the Hand Gesture and Tracking Pipeline and sequence of algorithms working together 
to produce the final results. 

 

 

Figure 6: Hand Gesture and Tracking Pipeline 

As depicted in Figure 13, in the first step the built-in sensor IO module provided by SoftKinetic 
DepthSense SDK is used to capture the depth map data stream which is then fed to hand localization 
algorithm (of the close interaction library, CLIB) to detect the centres of palms. Subsequently the finger 
detection and tracking is performed to finally estimate the hand gesture. Outputs from all three 
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algorithms are assembled together to create the final output to be consumed by the user. Like the 
previous pipelines, this pipeline also run in a loop upon start and keeps running in its own thread until 
stopped. 

 


